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ANSWER QUESTION ONE AND ANY OTHER TWO QUESTIONS 

 
QUESTION 1 (30 Marks) 
a. Briefly define the following terms (6 marks) 

a. Random Numbers. 
b. Simulation. 
c. Jacknief. 

 
b. Given the following numbers, generate 3 random numbers (2 marks) 

𝑋0 = 27, 𝑎 = 7, 𝑐 = 43, 𝑚 = 100 
c. 1000 random numbers were obtained using Linear congruential generators are shown in 

the table below. 
 

Cell Observed 

1 100 

2 96 

3 98 

4 85 

5 105 

6 93 

7 97 

8 125 

9 107 

10 94 

 
Using the Chi-square test at 0.1 significant level, perform the appropriate test for these 
random numbers (7 marks) 
 

d. Using Poi(2) distribution, simulate two random values given the following random 

numbers: 0.721 and 0.128 from U(0,1).  (5 marks) 
e. Suppose you want to find the integral of the following function: 



∫ −𝑥3 + 6𝑥2 − 𝑥 + 17𝑑𝑥
5

−2

 

Describing the Monte Carlo integration, and using any 3 values for 𝑥, obtain the value of 
the integral. (7 marks) 

f. Name any three random number generators (3 marks) 
 
 
Question Two (15 Marks) 
 

a. Outline the acceptance rejection method of sampling, hence or otherwise describe how 

you would draw 𝑋~𝑁(𝜇, 𝜎2) (9 marks). 

b. Assume that you have the following data set: 𝑋1, … , 𝑋𝑛. Let 𝑀𝑛 be the median. Discussing 
what is bootstrapping, outline how you would obtain the bootstrap estimate of the 

variance, MSE and confidence interval of 𝑀𝑛 (6 marks). 
 
 
Question Three (15 Marks) 
 

a. Suppose you have the following N =5 numbers: 0.44, 0.81, 0.14, 0.05, 0.93. Compare the 

CDF, 𝐹(𝑋) of the uniform distribution, with that of the empirical CDF 𝑆0(𝑥), of the N 
sample observations using the Kolmogorov-Smirnov test (10 marks) 

b. Briefly explain the expectation maximization algorithm (5 marks) 
 
 
Question Four (15 Marks) 
 

a.  Variance reduction a is done in such a way that one can reach the same precision with 
lower numbers of draws or equivalently, a higher precision with the same number of 
draws. 

Using the following integral as an example, 

𝐼 = ∫ 𝑒𝑥𝑑𝑥
1

0

 

 and the following 3 draws from U(0,1): 0.44, 0.81, 0.14, discuss two variance reduction 
methods (15 marks) 

 
 
Question Five (15 Marks) 
 

a. Describe the Markov Chain Monte Carlo sampling technique (10 marks). 

b. Simulate three random values from 𝐸𝑥𝑝(0.1) distribution using the random values: 0.113, 

0.608 and 0.003: Hint: The pdf of exponential distribution is: 𝑓(𝑥) =  𝜆𝑒−𝜆𝑥, 𝑥 > 0 (5 
marks). 

 
 
 
 
 
 
 



 



 


