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Abstract

Today, the banking sector has been a target for many phishing attackers. The use of email as an
electronic means of communication during working hours and mostly for official purpases ha
made it a lucrative attack vector. With the rapid growth of technology, phishing techniques have
advanced as seen in the millions of cash lost by banks through email phishing yearly. This
continues to be the case despite investments in spam filterilsg mo@nitoring tools as well as
creating user awareness, through training of banking staff on how they can easily identify a
phishing email.

To protectbankusers and prevent the financial loses through phishing attacks, it important to
understand how psihing works as well as the techniques used to achieve it. Moreover, there is a
great need to implement an aphishing algorithmthat collectively checks against phishing
linguistic techniques, existence of malicious links and malicious attachni¢mt€an lead to an
increase in the performance and accuracy of the designed tool towards detectilagging
phishing emailsthus preventingthem from being read bytarget. Evolutionary prototyping
methodology was applied during this research. The advantgein the fact that it enabled
continuous analysis and supervised learning of the algorithm devetdpuntil the desired

outcome waschieved.

This research aimed at understanding the characteristic of phishing emails, towards achieving
defencein degh through creatiof analgorithmfor detecting andlagging phishing emails. In

this research, we have implemented a cliEaded antphishing algorithmThe algorithm is able

to analyse phishing linksdentify maliciousemail attachments angerform text classification
usinga Naive Bayes classifido identify phishing terms ia new unreacgemail It then flags the

email as malicious and sends it to the spam foltegrefore the user only gets clean emails in the

inbox folder.

Keywords: Phishing, Evolutionary Prototyping, Linguistic Processing TechniqiNetural
Processing Language, Classifidgive Bayes Algorithm, Training.
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Definition of Terms

Algorithm 1 An algorithm is gprocess or a step by step procedure aimed at solving a particular

problem.

Classifier T A set of rules, methods or statistical procedure that identifies to which category an
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Client i The end device, could either be the application or desktop tier.

Bitsquat T A registered domain name with one bit difference on its IP address with reference to

another domain.
Linguistic 1 of or relating to language.
Malware i An umbrella term usd to refer to a variety of malicious software

Phishingi The practice of sending emails purporting to be from legitimate source in order to lure

individuals to reveal their personal information such as ids, passwords and credit card numbers.
Spami Unsolicited or undesired emails.

Training i The process of using content of a known category and creating a classifier on the basis
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TokenizeT Splitting a string into desired constituent parts.

Xi



Chapter 1: Introduction
1.1Background
The term Phishing originated in the early 1990s during which the mode of hacking then was via
phones. The word OPhishingo, coined from the
malicious act of luring target users to a fake or mimic wielikrough sending them fakereils
with redirect links and malwares present in form of executable files in email attach{®egds,
Naresh, & Reddy, 2013; Jakobsson & Myers, 200®)s helpst hem acqui ra userod
information such as account numbers, passport numbers, nationality, card id numbers, user names

and passwords for fraud and theft purposes.

Today, many organizations use email platforms as a formal source of coratami These
platforms coulceitherbe internally hosted, for example, Microsoft outlook teason an internal
organization server accessed by everyone in the domain network, or use of external email services
not owned by the organization such as Gmail, Yahoo and other search engines.hR&gearc
Wombat Security Technologies found out that phishing attacks continue to increase with negative
impacts such as malware infections being at 42%, compromising of user accountsaatidata
lossgetting the weight of 4% in the survey of successhithing attackéMackowiak, 2016)

Research indicates that at most 30% of phishing emails are read, making it a preferred attacking
vector. With such a higher success rate, use of malicious email attachmentsdardt fenks

have been the top attack mechanisms of choice by the attackers apart from other attack vectors
such as web driven attacks, malwdmvnloadattacks and attacks through network propagation
(Verizon, 2016) It is of great imporance to note that phishing attacks in organizations cause a lot

of damage not only in terms of data loss ibmbay lead tchuge monetary loss. For example, the
Carbanak attack, which according to Kaspersky lab stole $1 billion from close to 100 banks
(Cloudmark, 2016)

From an email platform perspective, this research aims at preventing phishing emails from
reaching theaarget user. It providea client baseanechanismwhich reviewslinks in phishing
emails,checks for any matious attachmentsgnd appliedinguistic processing techniques by

looking at thecommonlyusedphishing termsn maliciousemaik within the banking sector



1.2 Problem Statement

Bank customers and staff members, especially those in high positionS.&uCIs, are usually the

prime targets as regards phishing email attgBlesk Phishing Scams, 20163eports indicate

that the top three industries most affected by phishing attacks are Internet Service providers,
Finance and & ment Services industri@@alasta, 2016)Sadly, most people affected by phishing
understand largely the need to keep data confidential and away from unauthorized access.

Moreover, phishing emalsually resemble the actual legitimate emails sent by the banks.

This leaves the users with only one way of recognizing phishing emails, that is being keen and
vigilant on all visual parts of an email such the logos, message and fonts, which becomes hard
given that a busy user would at the very least recognize ammglicked phishing email
(Symantec, 2016)Therefore, there exists a nefed research on better ways @étect phishing

emails and alert the user thereof or prevleatemails from reaching the users.

This research reviewed the key elements of phishing emails within the banking sector. The main
aim is to providea clientbased improved way of phishing email classification, filtering, and

preventing the user from eping and responding to the phishing emails.

1.3 Aim

The main aim bthis research is to create a clidr@sedemail phishingdetectionalgorithm that

would detect and prevent bank staff from responding to phishing emails thus helping banks to
reduce the mmber of phishingmailattacks.

1.4 Specific Objectives
()  To identify the various types of phishing.
(i)  Toinvestigate linguistic techniques used in phishing emails.
(i) To developand testa clientbasedalgorithm that captures filters against linguistic
techniques malicious linksand malicious attachmenised by attackers in phishing
emails.

(iv) To validatethe accuracy of the algorithm.



1.5 Research Questions
()  What are the various types of phishing?
(i)  Whatare thdinguistic techniques that can be applied to emplaishing?
(i)  How can malicious links be identified an emaiP
(iv) How can malicious attachmeriie identified in an emal

(v)  How will the accurag of the algorithm bealidate®

1.6 Justification

The formal way of communication within the banking sector betwagsk &nd corporates, or bank

to customer is mainly through use of emails. With the busy nature of thiaridtlde evergrowing

skill of email phishing attackers, it becomes hard to rely on user awareness and training as the
major source of equipping usen bid to reduce the number of attacks of this ngtDleudmark,

2016) Therefore, there is need to enable existent email platforms to detect phishing emails, in as
much as attackers come up with different tricks (linguigtchniques) as regards phishing emails
with the intention of luring users for malicious purpoféasin & Aduhasan, 2016)Vith time,

such a solution will greatly reduce the number of email phishing at(Beksi, Achanta, Murty,

& Swapna, 2012)

1.7 Scope and Limitation

This research was totally focused on the linguistic techniques that are used in banking phishing
emails, the various common techniques used to obscure redirecting links to a teiamd silso

finding a way of detecting malicious email attachmefitse training dataset of the classifier

contained only those frequent words derived from a pool of reported banking phishing emails.



Chapter 2: Literature Review

2.1 Overview

This research focusem phishing email attacks within the banking sector. Generally, phishing
attacks take place as folloWGhipuric, 2015 Sagar, Naresh, & Reddy, 2013 he attacker first
creates a counterfeit website to masquerade the legitimate website. The attaclkesispmesend
numerous spoofed emails to the target client. The emails usually look so authentic to the extent
that some of them are hard to differentiate from the legitimate onaseateglance. The emails
contain messages that intend to convince orthedarget to their plea. The targeted people then
receive and open the email, click on the links therein which redirect them to the mimic sites where

they unknowingly enter their personal information.

This researchiocuses on formulating techniques sot@sddress the prevalephishing attacks
within the banking sector through analysingdieecting links and attachmentas well as
implementing aobustlinguistic technique. In this case, linguistic techniques means having a good
text classification tdmique that captures key words used in the phishing email. The interest is
thus not stemming from the number of times a keyword app€hendrasekaran, Narayanan, &
Upadhyaya, 2006; Hautzer, Helbig, & Schiefer, 199udgh that we can say if the word password
appears 10 times then phishing is likely to be the case. The ifomtegrating the evidence of
probablephishing keywordsbtained from text classification together witie analysis opresent

malicious linksandattachments.

2.2 Types of Phishing

Phishing attacks mostly target confidential information such as user names, passwords, social
security numbers, passport numbers, credit card numbers, bank account numbers, pin numbers,
birthdates, a nrmhmes) aniohgeothérhishing cad bencategorizedto two
(Jakobsson & Myers, 2006)amely:

(i) VisualSimilarity-Based Phishing.
(i) Malware-Based Phishing.



2.2.1 VisualSimilarity -Based Phishing

This entails sending large amountsspbofed emails, asking the recipients to click on embedded
links. The hyperlinks, at a mere glance, are usually hard to suspect making it easy faioa use
click on themwithout know the intent. Major researches done regarding phishing via visual
similarities are The Intelligent Phishing Website Detection and Prevention System by Using Link
Guard Algorithm(Sagar, Naresh, & Reddy, 2013)

The linkguard algorithm majorly focused on the structure of hyperlinks. A hyperlink coofists
the universal resource identifier (URL) and the anchor text. The URL or web address is a reference
to a specific web resource while the anchor text displays descriptive information about the URL.

For example: <a> hrefdtp://www.strathmore.edu/en/studgstrathmoreStudy  at

Strathmore</a>. The anchor text, the part that the user sees, is Study at Strathmore, while the value
of the href attribute is the URL.

Attackers strive at the fatitat the URL is usually not visible to the user unless upon hovering on
the button or the anchor text. The anchor text can thus be Study at Strathmore while the attacker
has set a different URL value, which ends up redirecting the user to a differerdroCat this

basis, the linkguard research went on to categorize email phishing techniques as:

i.  Attack techniques in which the domain names in the anchor text are legitimate but the URL
points to a different web resource.

ii. Use of dotted or number format ohet URL instead of the actual domain name.
Organizations mostly issue domain names for access but not their actual private or public
addresses.

iii.  Use of encoding schemes, for example, forming links by encoding alphabets corresponding
to their ASCII codes orse of special characters such as @ on the anchor text.

iv.  Use of masqueraded URI in the anchor text with added letters but very similar to the URL

of the legitimate site, for example: <a hrehttp://www.paypalcgi.us/wenscr.php?

cmd=Logir>Click Here</a>. The above URL seem to be from PagylRal United States
but that is not the case.

v. Attackers take advantage of the vulnerabilities that exists on the targeted websites such as
Crosssite scripthg on the legitimate website and thereafter use this vulnerability to

redirect the users to their phishing sites. For example:

5


http://www.strathmore.edu/en/study-at-strathmore
http://www.paypal-cgi.us/wenscr.php?%20cmd=Login
http://www.paypal-cgi.us/wenscr.php?%20cmd=Login

<a href =ohttp://culnm.co. ke/items/jfgre
Here</a> which redirects tottp://201.241.242,7the phishing site, due to cresite

scripting vulnerabilities in the culnm.co.ke site.

Phishing based on visual similarities is also the technique used in Bitsquatting attacks. Bitsquatting
follows the same attackector in that it involves the registration of a domain name with one bit
different from another domain that is more popyinaburg, 2016)The main problem here is

to differentiate between the popular websites domain aediisquat domain. Examples of
bitsquat domains are aeazon.com, microsmft.com for amazon.com and microsoft.com respectively
(Dinaburg, 2016Bearch Engine Indexing can also be used to perform phishing based on visual
similarities, where the fake web pages with attractive offers created by the attacker get indexed

favourablyby a search engine, so that a user would stumble ufBijuit Chiong, & Seibu, 2005)

2.2.2 Malware-Based Phishing

Thistypeop hi shing usually involves the installing
Thereafter, the malware gathers confidential information from the vid#kobsson & Myers,

2006; Gudkova, Maria, Nadezhda, & Tatyana &0In this case, the malware does the sphe

as thaof a redirectto masqueraded sjtepon clicking on the phishing links. This type of phishing
incorporates malwares such as key loggers, Trojans via attachments and hosts file poisoning
(Akabar, Nukur, & Hartel, 2014)

2.3 Linguistic Processing Techniques

Linguistic processing techniques involves analysing and representing text for gugdose
categorizatiorandclassification in order to arrive at a particular decision or conclusion based on
the findings(Desai, Mukti, & Giyanani, 2014)The main aim is to enable the algorithm to learn
based on the predefined logic through continuoaising so that it can understand and analyse

future events.

An example of a linguistic processing technique commonly used is the Natural Processing
LanguageNPL relies on machine learning to automatically learn by analysing a given set (these
could either be a large corpus, like a book, or as small as a collection of sentendbexemfickr
makingstaticdly inference on the training datasét general, the ore data analysed, the more

accurate the model becomes (Kiser, 2016).


http://201.241.242.7/

2.3.1 Natural Language Processing

Natural Language Processing consists to a set of techniques, which are helpful in solving text
related problemgKaggle, 2015) A document consists of a group of words ordered in sequence
conveying a desired meaning. We can be interested in the order of words, the sequence followed,
the number of words and the count of particular words in the referred set such that inwee end

derive a desired set commonly referred to as a bag of WGhdang, 2015; Bird & Loper, 2009)

However, the process of classification and categorization of text takes place in two stages namely:
theTraining stagend the Prediction stag8harma, 2015During the training phase, an extractor
transforms each input e.g. email content into a feature set. The resultingsfeatuttee basele

for basic information aboumputs, each to &used for categorization. They may include extracted
words from phishing emails such as Account, Send and Click Here, which are the references for
categorizing emails. The pairs of feature sets and labels such as the keywords are the fed into the

machinelearning algorithm to produce a model.

Afterwards follows the prediction phase (Sharma, 2015). It entails use of the same extractor to
transform unobserved inputs to feature sets thdediato the model to produce predicted labels.

Figure 2.1shows theext classification process:

TRAINING

4
._ -- ’ _

Features

PREDICTION

Figure 2.1 Text Classification ProcesgAdapted from Sharma, 2015)



2.3.2 Algorithms used in Text Classification

As mentioned earlier, there are several algorithms usedticlassification to achieve a classifier
model. They include Random Forest, J48, SVM, MKPNearest Neighbour and Bayes Net
algorithms. We however look into Naive Bayes algorithm because:

o0t i s a probabilistic cl as s thfstrang (nave)s e d 0
independence assumptions between the fea8eex, 2017)

ii. Itrequiresonly a small number of training data to estimate the parameters for classification.

iii. It performs well in case of categorical input varigbtmmpared to numerical variables
(Sunil, 2015)

iv. This research does not entirely depend on the outcomes of the classifier as much as it would
achieveclassification to a great deal. dtso lools into the integrationof the classifier
resultswith phishing linksandother phishingemail componentsuch as available email

attachmentsin orderto finalize itsevaluation.

2.3.3Naive Bayes Algorithm

Naive Bayes Algorithm is a conditional probability type of classifier undertheBag t heor em
which describes the probability of an event based on prior knowledge of conditions related to the
event. For example, if phishing emails are arrived at due existence of phishing email keywords,
thena particular keyword can be used to more accurately assess the probability that a particular
email is indeed a phishing email, compared to the assessment of the probability of phishing emails

made without considering that particular keyword.

Bayesom:t heor e

=9 %ﬁWhere= and || are events and} | 8= and | | are the

probabilities of observing= and || independently.| =s| Represents conditional probability,
which is the probability of observing evest given that || is true. || || = represents the

probability of observing the everﬂtgiven that=is true.

Using Naive Bayes Algorithm, on a given classification probkem e (8 &fe. whereé
represent the number of independent features, it assigns to this instance probabilities

i L 8 &he. for each oflt possible outcomes or classgg.
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(i) Posterior probabilityss FSe , is the probability of the target (in our case could be the
probability of phishing email) given the predicm(a Keyword fed to the classifier).

(i) mm F - The prior probability of the target.

(il)mme S F - The likelihood i.e. the probability of the predictor given the target.

(iv)mme - The probability of the predictor.

Figure 2.2llustrates an example involving sugdiens of playing golf given a particular weather.

We calculate the posterior probability first by constructing a frequency table for each attribute
against the target. Secondly, we transform the frequency tables to likelihood tables and finally use
the Ndve Bayes equation to calculate the posterior probability of each class. The class with the

highest probability is the outcome of the predici{Saed, 2017)

P(x|c)= P(Sumy |Yes)=3/9=033

- Play Golf
Play Golf Likelihood Table
Frequency Table fes Ma
Y2 N
: = Sunny 39 2/5 5/14
Sunny 3 2 ‘
Outlook Overcast a9 o/s 414
Qutlook | Overcast 4 1}
Rainy 2 3 Rainy 2/3 3/5 514 | P(x)= P(Suwy )
Mag| sha =5/14 =036

P(c)=P(Yes)=9/14 =0.64

| Posterior Probability:| P(c | x) = P(Ves | Sunm) = 0.33x0.64 =036 =0.60

Figure 2.2 Example of Naive Bayes applicatior(Adapted from Sayad, 2017)



2.4 Spam Filtering

Spam entails the flooding of the internet with many copies of the same email with the aim of
forcing the email to reach people who would ideally not choose to recelméoimation about
thetarget is acquired from stealimgail lists or seardhg target addresses on the w@lakur,

2017) Mail servers are usually protected from spam emails through configuration of spam filters,
creation ofrules such as blocking bulk email sending goneéryingof antitspam records of the

sender server or prior server during the email transmission.

Spam filters are applications installed and configured along with the mail servers to filter against
spam emailsThey enable one to configure certain filtering rules or decide what activities should
be filtered or notAs per their setting they can be viewed as a subsgpari engines which work

at transport level normally installed on server hosting Bxbmplesof spam engines are McAfee
(McAfee, 2017)and Microsoft Forefront Endpoint Protectifox Microsoft Exchange.

Here, all incoming emails pass through Microsoft Forefront first. The malicious identified emails
can either be dpped or quarantined while the clean emails get forwarded to Microsoft Exchange
(Microsoft, 2011) Microsoft exchange queues emails and authenticates to the active directory
before forwarding the emails to the respective usatseer spam engines such as ABgiam engine

access the user account via the web hostimgyol panel calledpanel.Some of the features of an
antispam engine include virus and worm scanning, outbound message filtering, secure message

delivery viatransport layer security and quarantine management.

Examples of spam filters include SpamAssasid MailScanner which can be installed together

with antivirus applications such as ClaimAMathews, 2017)Spam filters checkhie source of

the message, the software used to send the message and finally the body message content. This
entailslooking for words frequently used in spam emails such as Click Here arceBlowamong

others When the above conditions which trigger aticalar score are met, for example email has

a positive score of two, the spam filter locks the message and sends it to the spam folder.

Most spam emails are usually sent with forged addresses thus email servers lookup the sender
domains to establish analidate the sender as either spam or genuine. This is made possible
through use of anspam records which consist 8&nder Policy Frameworkeverse Domain

Name Server records, Domain Keys Identified Mail and Server reputation.
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The Sender Policy Framerk available in the server enabld@mainowner to add a file on the

server specific to his domain name thus indicating ownership of the same upon performed lookups.

The reverse DNS enables the hostname of the mail server to map to its IP address mwaife Do

Key enabl es veri fi cat(Mahews,o02017)5pamm ensiks cath @lsodbse d o m
blocked through checking against the mail server blacklist. An example of mail server blacklist is
Spamlop. Spam emails can alsofyevented at server level by blocking of the spamming IP

addresses using a firewall.

However, an attacker can useealmailer or public mail server such asndzon,Microsoft, and

Gmail in attempt to trick the spam filter. This is due to the fact that blocking of the IP addresses
of the public mail server in attempt to prevent spamming would prevent communication by other
legitimate users on the same domain. It is not effective asttukeit can use another publi@in
serverto send the same spam emaigin In bid to trick spam filters the attacker can embed links

on images or even use homographs and eventually end up bypassing the em@isiiitan,

2014)

Moreover, web mails such &mailhave implemented antivirus scanners which scan attachments
at the time that they are being uploadddfortunately these scannersormallycheck for viruses

only (ComboFix, 2017)They ae also prone to falgeositives Previous research on spam mail
filtering techniques using different decision tree classifiers have been done with the aim of
identifying how accurate text classification can be as regards spam det€bgaronclusion was

that high level of accuracy can be achieved with a properly justified scope of improvement in terms
of false positivegSarit & Mondal, 2012 Yasin & Aduhasan, 2016; Babu, Achanta, Murty, &
Swapna, 201R

2.5Conclusion

Based on the literature reviewdke conclusion ighat with spam protection at server level as well
as the incorporation of spam filters, users still get phishing emails. Thersfere still exists a
gap and need fan-depthdefencevhich can be achied through the use of a clidosised phishing
detection algorithm.The algorithm wouldbaseits analysis on arintegratedapproach, by
collectively looking at théinguistic techniquessed by the attackers, performing link analgsid
analysingemail attachmestof all new unread emailthat reach the clienthis will goa longway

in making sure the client only gets clean and safe emails in their enfiikfolder.
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Chapter 3: Research Methodology

3.1 Overview

In this chapter, this research explains the selected research methodolaggstires why that
methodology is preferable, the research design, data collection andsatesdiggiques used. The
chaptercomprises of the following key aspects: system development methododogyrements

gathering and analysidata collection, data atysis ancethical considerations.

3.2 System Development Methodology

One of the best methodologies to use for building adaptive machine learning systems is the
rapid/evolutionary/cyclical Prototypin@Neil & Brewerton, 2005)The Evolutionary development
methodology enables an early and quick approximation of the final product. After initial
development, the prototype is tested and thereafter reworked as necessary to meet the required

expectations.

This research adapted the Eumnary Prototyping Methodology. The methodology has six main
development phases. They consist of Requirements Gathering and Analysis, System Design,
Implementation (Build Prototype), System Debugging/Testing, User Evaluation, and Deliver to
user(Fadi, 2006)Figure 3.1 shows the repetitive nature of each phase during system development:

12
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Newly Updated
Prototype

MNew [ Changed Requirements

Figure 3.1 Evolutionary Prototyping (Adapted from Fadi, 2006)

MNon Acceptable Evaluation

Acceptable Evaluation

Deliver to user

3.3 Requirements Gatheringand Analysis

This phase was covered to greater extend in the first two chapters when coming up with the
objectives and proceeding to do the literature review. This enabled a clear definition of the problem

and assessing whether the use of an adaptivensygés most appropriate in achieving the set

objectives.
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3.3.1 Data Collection

Data collection involved acquisition of phishing emails for implementing and testing the classifier.

The phishing emails were acqui r edzationsthathaveh e b ar
storage of reported banking phishing email attacks sud@edsley Information Security and

Policy (Open Berkeley, 201@ndPhish Tank

3.4 System Analysis and Design

System analysis and design involibd following:

3.4.1 System Analysis

This entaileccoming up with the conceptual design. It also involved capturing all the key process
aspects that the algorithm needed to look at while identifying a phishing email. This was in line
with the findings from the data collection of various phishing emailsas helpful in designing

the algorithm, makingsure it net the requirements needed to prevent phishing emails from

reaching the target.

3.4.2 System Design
The design phase was as per the results of the analysis. It will entailed coming up with éise use ¢
diagram, sequence diagram, class diagram and the entity relation diagram.

3.4.3 Research Design

The purpose of this research is to develop an adaptivplstiing algorithm for banking. To

come up with a welfunctioning algorithm, previously dondgarithms are analysed to form a

basis of research requiremeri@kstate, 2017)This research employed Quantitative research
techniques to this regard. It helped in supervised learning through use of Naive Bayes theorem to
createa classifier, updating it from time to time, in order to improve on the accuracy of the

algorithm.

3.5 Implementation

As mentioned above and shown in Figure 3.1, this research employed evolutionary prototyping.
The programming language used for algorittievelopment was Python 2.7. This is due to its
simplistic structure and support for large progrdRrasad, 2016t has also been used previously

to develop machine learning programs thus availability of plenty learningreesgRichert &
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Coelho, 2013)This research usd@ortableSQLite for database development. Both Python and
SQLite are open source utilities, which are fully compaiiBghon, 2017)

3.6 System Debgging/Testing

This phaseof the researcimvolved installing, deploying, demonstrating and testing using pilot
and stress testing. It also involved checking and improving most of the fapational
requirementsfor examplegnsuring the system is useehdly and accurate in terms of the results.

It also involved continuous programming and debugging until the desired outcome was realised.

3.7 User Evaluation
This involved testing the performance of the algorithm within the ideal banking environment.
Here, we were able to get the banks feedback as regards the algorithm and thus enforced needed

requirements and modifications.

3.8 Deliver to User
This phase entails operation, maintenance, upgrading and periodic evaluation of the algorithm

performance.

15



Chapter 4: System Analysis and Design

4.1 System Analysis
This section discusses in detail the data requirements and analysis, functional-&mttional

requirements as well as giving a description of the algorithm.

4.1.1 System Requirements and Analysis

In orderfor the algorithm to capture and prevent phishing emails, it is mandatory to develop the
structureconsideringthe malicious techniques present in phishing emails. It is thus from the
requirements analysis that one identifies the appropriate resourceslitsatisfy the needs and

requirements based on the objectives set.

According toEnfocus(Solutions, 2017)system requiremesits an important process as it enables

the proposed system to capture the existing .gi@dso enableseasy management of the end
solution as well as ensuring that the end product fits the organization structure. However, system
requirements requires that each need is broken down and defined clearly. A review of the flow of
all events as per the ariaction of each requirement is then performed, so as that decision making
on whether or not the requirement is needed, becomes easier. System requirements analysis

enables creation of a development framework thus providing a good basis for all futuse work

We can categorized system requirements into two, namely: Functional an8uNctional
requirementgSolutions, 2017)Functional requirements entail the functions that the system must
do or deliver. They are the desired dtinnality that the client expects from the proposed system.

A functional requirement also describes the interaction between the system and its environment.
The functional requirements of tpeoposedalgorithm are as follows:

i. The algorithm shouldac ess t he wuser 6s emai IschemlWec ount
time, andfetchall new emailslt should then proceed to:

il. Extract email details for eactewemail.

ili. Perform antiphishing email checks.

iv. Store phishing email details.

V. Flagthe identified phishigemaiinu s er 6 s emai | i n Ispaxfoldery mo v i 1
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The NonrFunctional requirements of tipgoposedalgorithm are as follows:

I. The algorithm should be as accurate as possible to increase reliability.

il. The algorithm should be always availableaadient application. This will ensure that
it is always checking the user email account checking through any new email once
received.

iii. The algorithm client should have sufficient internet connections to ensure effectiveness
in its performance.

Iv. The algorihm should not require a lot of maintenance.

V. The algorithm should take very little time possible to perform its analysis given the
average number of emails received by the client.

Vi. The algorithm should be accurate, readily available while not interferiry thvit
overall email platform experience in order to increase the user level of trust.

vii.  The algorithm should be able to perform and achieve its requirements based on the
variety of checks implemented therein.

viii The algorithm shoul d seemsils.riteshoddeanly deletey o f
phishing emails.

iX. I n terms of the wuserd6s perspective, t he

should not have a clue of any undergoing-ghishing analysis.

4.1.2 Description of the Algorithm
The algorithm runs on é&nclientcomputer as opposed to the case of email scanners that work on
the mail serverThe database used is SQLite portable thus no centralized storage is used. The

portable database only store email details of each ang ewexil analysed, it does n&tre the

email s as they r esi dAatfistnhe tldgoethmaushenticatss toghma i | acec
emai | c | i thmougldtee useofdMAR protocarhis login is independeiaind separate
fromtheuseb s a c tnuHerk, itis thegalgodt m whi ch | ogs i nAfter t he wus

successful login, it checkfieinbox for any new emailand fetches theaw email contents

The algorithm contains a set of phishing words that are used for training of the classifier. These
words includeclick, here, attachment, link, agent, pdf, and zip among other that normally appear
with the body of manyankphishing emas. This set of word$orm the class categophish (p)

andare used for calculating the predictor ppoobability ==e . Thisis done for eeh term in
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the training datase¢ o B &he. wheret represent the number of independent featires

thetrainingdataset

Using the python library, Imaplib, the algorithm fetslthe email body plain text part which
contains thdinks and the written text in the emailalppliesregular expressi@to remove the
encodedvhitespacecharacterss a result of using IMAP protocdihe algorithm hashes this
part (the written text and links) to base64 and stores this in the database.

Using regulaexpressionsall links are separated from the written téite algorithm then pks
thewritten text, tokenize# to remove all unwanted symbols in orderemain with words only.
It then removes all stop words from this group of words and passes the remaining words to the

NaiveBayes Classifier for calculation of the probability of phishing words existing among them.

At the Naive Bayes Classifiet,proceeds to calculatbe likdihood of eachword: ==e $ F and
multiplies it with the probability oft being ofclasSmm F t0 deriVe mm F mme S F . The
probabilityof the email being a phishing emaslthen derived as the total SUMeRfF m=® S F
divided by theearlierpredidor prior probability==e of the training dataset. The algorithm
calculates the log of the probability of each term and adds them in order to obtain a negative
phish score. This is due to the fact that the log of all numbers between zero and euais/a n

value

The algorithnthen proceeds tanalyseall the linksobtainedn theemail body Analysis of the

links are done by scanning each acquired link on Virus Total via the available Virus Total API.
The API enables one to get scan reports without using their HTML web inteviaee Total is

a subsidiary of Google, is a free onlimalware, worrs, viruses trojansand other malicious
contentanalyser which has a huge blacklist and a wide rangeanhses thus mitigating against

false positives that may be the case in using one or a few scéQuoertero, 2017)

The algorithm then check the email attachments. Here it only picks the extension from the file
name and checkagainst a list of malicious file extensions and mime tyjbelse attachment is
found to be malicious, it adds to the negative reputation score of that €neadlgorithm does

not extract any attachment, it only gets the filename of the attachmemt iwlpiesent in the

ContentDispositionpart of every email body as per tREC822format.
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For each and every analysis done the reputation scoredarthdatively calculatethking into
consideration all checks performé&iihen an email gets a negativesefrom the classification

by the NPL(Naive Bayes classifierjhe algorithm recognizes that it is a phnghemail and

gives it the reputation score & However, the reputation from the malicious limksl5 and

that of theattachmentsl5 in orderto increase the accuracy of thlgorithm.A phishing email

has to have either a malicious attachment or a phishing link in order for it to be considered as an
attack. Thus the algorithm flags all emails witlh as threats and this thus makes it extremely
difficult for the algorithm to flag a legitimate emdailloreover, all emails of the same content

(exact copykent to different clients will have the same score.

The algorithm uses thmnalysisas a reference to accdbg maliciouse ma i | i nnboxp e us el
flag it as malicious and then transfer it to #pamfolder. The algorithm continuously searches

for new emails, repeating the same process of analysis and flagging of phishing\&tmaiisan

attacker senda maliciousemail again, the algorithm ghtifies it becausés hashalready exists

in the database. It thus flags it with need of performing thentireanalysis all over agaifhis

is only the case in the event that the contents of the email body doamafe Therefore theclient

continwes receiving and readirdean emails as usual.

4.2 System Design
This section contains a showcase of use case diagram, use case diagram description tables,
sequence diagram, data flow diagrams, activity diagram, class diagram and finally the entity

relation diagram.

4.2.1 Use Case Diagram

Use case diagrams describe the behaviour and action sets that the system should be perform while
it interacts with one or more external users of the system. The term use cases refers to the set of
actions performed by th&ystem. Here the system is the subject while the external users are the
actors(UML-Diagrams, 2017)Figure 4.1 shows the use case diagrams for thephistiing

algorithm.
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Email User

Client Based Email Detection Algorithm

Submit email login credentialg

1
<<include>>
I

Perform phishing email checks
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<<include>> /

View and read
safe emails only

Flag the phishing email

<<include>>

Save phishing email details

Figure 4.1 Use Case Diagram
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4.2.2 Use Case Diagram Descriptian

Use case digram descriptionare simpleexplanaton® f a syst emdés f ueyeti ons
view of the usergDennis & Tegarden, 2005y hey contain all the information required to produce

use case diagrams. They are helpful in that they enable a detailed explanation of each required use
case individually. The use case diagrafosall the use cases developed as shown in Figure 4.1

are as follows:

Table 4.1 Submit Login Credentials Use Case Description

Use Case NameSubmit Login Credentials | ID: 1 Importance Level: High

Primary Actor: Email User Use case typeOverview, Essential

Brief Description:

This use case indicates the algorithm will require user to provide email login credentials s

can authenticate to the mail server.

Trigger:

The algorithm shall be set to logamdcontinuouslycheckfor new emails.

Relationships

Association: Email User.

Normal Flow of Events:

i. The algorithm prompts user to provide their email account username and password.
i. The user provides the access credent.
iii. The algorithm continuously checks for amgw emails and if it finds any it downloads it

ready for the analysis

Assumptions:

i. The user has enabl&dAP authentication to their email account.
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Table 4.2 Perform Phishing Email Checks Use Case Description

Use Case NamePerform Phishing Email Check 1D: 2 Importance Level: High

Primary Actor: Algorithm Use case typeDetailed, Essential

Brief Description:

This use case describes how the algorithithperform phishing email checks on the new downlc

emails.

Trigger:

Upon checking that there exists a new email for that particular user in the server.

Relationships
Association: Algorithm

Include: Submit Login Credentials.

Normal Flow of Events:

Vi.

. Extract the links and calculate their reputation based on feedback obtained from blackl

Obtain email details ainy new unreadmail.

Checlsif the email hash valubase6shasl) already exists in the ddtase under the threat
emails. If itdoes, it proceeds tmovethat particular email fromthe s e r 6 s  efaohden
to the spam folder

Extract the email message. Using a Naive Bayes Classifier, the algorithm performs ani

of the words and provides a score.

malicious, increase phigieputaion score.
Check for any malicious attachmemtsd add up to thghishreputationscore
Aggregate the sum of phishing score and provide the email reputation, as clean or as t

email.
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Assumptions:

i. The algorithm performs anfihishing analysis only omew emails at the point of

authentication.

Table 4.3 View and Read Safe Emails Use Case Description

Use Case NameView and Read Safe Emails on ID: 3 Importance Level: High

Primary Actor: Email User Use case typeOverview, Essential

Brief Description:

This use case indicates the email user, upon authenticating to their email account, will only s

emailsin the inbox folder

Trigger:

The user logs it their email account as usual.

Relationships
Association: Algorithm, Email User

Include: Perform phishing email checks

Normal Flow of Events:

i. The user logs into their email account as usual.
i.h. The userb6s email inbox is free of any

iii. User reads emails as usual.
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Table 4.4 Flag Phishing Email Use Case Description

Use Case Name¥Flag Phishing Email. ID: 4 Importance Level: High

Primary Actors: Algorithm. Use case typeDetailed, Essential

Brief Description:

This usecase inttates that the algorithm flagsy obtained phishing email after performing

antiphishing analysis.

Trigger:

Successful analysis indicates that the email is indeed a phishing email.

Relationships
Association: Algorithm, Email User

Extend: Perform Phishing Email checks.

Normal Flow of Events:

i. Get phishing email id from database under the threat emails.
i. Refer to that particular email in the

spamfolder.

Table 4.5 Save Phishing Email Details Use Case Description

Use Case NameSave Phishing Email Details| ID: 5 Importance Level: High

Primary Actors: Algorithm. Use case typeDetailed, Essential

Brief Description:
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This use case indicates that the algorigaweshe hash value of any obtained phishing email ¢

performing the antphishing analysis.

Trigger:

Successful analysis indicates that the email is indeed a phishing email.

Relationships
Association: Algorithm.
Include: Flag the Phishing Email

Extend: Perform Phishing Email Checks.

Normal Flow of Events:

i. Save the full phishing email details to the database including the email hash value. 1
hash value shall be unique and thus will shall help idetité same phishing email wher

sent for second time.
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4.2.3 Sequence Diagram
Figure 4.2 shows the sequence diagram, which portrays the interaction among objects during the
anti-phishingalgorithmoperation

EMAIL il
USER IMAP LOGIN = PHISHING DATABASE
ALGORITHM
| |

Submit User Credenti
< — -Verify User Credentials —

I
Submit User Credenti

Check and

= Store the new emat
Download new emails

_ _ _ Return ID of already existing _

< —Flag as phish in user inbe: phishing email

Calculate message phishing score using the N&ayes Classifer

|

Check for available phishing links

f

Check for any malicious attachments

|

Aggregate total eﬁﬂl phishing score
P

Save malicious phishing email detes

Flag email in user inbox _
as phish before user opens i

< — —— Return phishing email 1B~ — -

Open Inbo

Figure 4.2 Use Sequence Diagram
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4.2.4 Data Flow Diagram

Data flow diagrams show the relationship between various comparetitansformation of data
input to output through a sequence of functional requirem&hés; consist of entities, processes
data stores and data floQ¢ie, 2000) The Data Flow Diagrams for the algorithm are as follows:

4.2.4.1 Level O
Figure 4.3 shows the Level 0 Data Flow Diagram, which portaaysverview otheinteraction
between the external and internal entities during the algorithm analysis. It also indicates the

processes involveandthe flow of data between the entities.

USER
USER EMAIL

Login/Read emails——»| ACCOUNT

A A A

Provide login permissiohsredentials

4 )
Download new emaitls
EMAIL
ANTI-PHISHING Perform antiphishing analygis
ALGORITHM .. .
Flag ThreaPhishing emaits——
- J

Figure 4.3 Data Flow Diagram Level O
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4.2.4.2 Levell

Figure 4.4 shows the Level 1 Data Flow Diagram, which portrays the detailed interaction between

the external and internal entities during the algorithm analysis.

Enter User CredentiaJrs—*

1.0
Succesfail message— ) User Email Inbox
Login
A A
Y
2.0 —Check for new emails

New Emails -«—Save email detas—{ Download new

! Get new emailis
emails <

Check if email hash exists

Hash doesndt eXx g phishing email

[

Threat Emails

——Get email ID———— 30
Open Inbox
Save email detaits————— Anti-phishing
Analysis Read
Clean
Emails

4.0

Enter User Credentia®| | ogin/View
Emails [

Succesf-ail message—l

Figure 4.4 Data Flow Diagram Level 1
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4.2.4.3 Level 2
Level 2 diagram expounds more on the analysis process, focusing on the core process that must be

performed during the algorithm analysis. Figure 4.5 shows the core process that take place between
the interaction of both the internal and external entities.

31
Authenticate————»| Logi ——Read emails»| User Email Inbox
ogin
A
21
Authenticate———»| ) —— Download new emat
Login

Get email details

22
Threat Emails _ . . Perform
-«Check if email hash existd Anti-Phishing
Analysis
Get email reputation Flag phishing emai

Store threat email detaits———— 2.3

Compute
Email
Reputation
Score

Figure 4.5 Data Flow Diagram Level 2

29



4.2.5 Activity Diagram
The activity diagrams provide an overview of the entire process flow of cqlesinis &

Tegarden, 2005Figure 4.6 shows the compgbrocess flovappliedby the algorithm.

Check for any ne
emails

Algorithm first
Q 4 authenticates to us
email platform

\ Check if email hasl
\ exists in threat
\ emails in the

databasgf it does
flag the email

\
\> B Perform phishing
7 email checks

User reads only clean emails then
exits the email system

Calculate total ema
reputation score

User has no idea of any
phishing email that was sent

N Save threat email
BN and flag it as phis

in the user email
inbox.

Figure 4.6 Activity Diagram
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4.2.6 Class Diagram

A class diagram is a static model that shows the classes and the relatibaskgen theravhich
remairsconstant in the system ovene (Dennis & Tegarden, 2005Figure 4.7 shows the classes,
including both behaviours and statesi @he relationships between thatasses.

Emails

+Id: int
+Msgld: varchar
+EmailFrom varchar

Login +EmailSubjectvarchar
11 1:1 | +EmailDate Date
+Usernamevarchar -—————-—>{ +Attachmentvarchar
+Passwordvarchar +EmailBody. varchar
+Login() +checkNoOfNewEmailg

+getNewEmail§
+emailDetail$)
+getLinky)
+getClassifyScor@
+getAttachmer3(s)
|

|

|

7/
Threats 1.1

+Id: int

+email From varchar
+email Subjectvarchar
+email Body: varchar
+written_Text varchar 11
+email Date Date @~ = 0F——————-———-— !
+links_In_Email varchar

+email AttachmentName varchar
+email Hash varchar
+email Hash Count int
+emailDetail$)

+totalReputationSco(g
+deleteEmay])

Figure 4.7 Class Diagram
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4.27 Entity Relation Diagram

Figure 4.7shows theéEntity Relation Diagramit indicates that one user logs in to see their emails
on their email account. Out of the emails there exists a malicious dinaik exists a one is to
one relationship between Login and Emails ad aebetween Emails and Threats table.

Login Emails
PK |Username _ PK,FK1 |Id
Oy ====has fisof-===
Password Msgld
FK1 |(Id Email From
EmailSubject
EmailDate
has  is of——H— Attachment
Email Body
Threats
PK |1d

email_From
email_Subject
email_Body

written_Text

email_Date
links_In_Email
email_Attachment_MName
email_Hash
email_Hash_Count

Figure 4.7 Entity Relation Diagram
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4.2.8Database Schema
Figure 4.8shows théDatabase Schema.

Lagin
id
Username
) ' t po—
JPassword |t O =5 emails
0id
msgld
emailFrom
emailSubject
——0} |emailDate
* Attachment
e emailBody
iid
email_From
email_Subject
email_Body
written_Text
email_Date
Links_In_Email
email_attachment_name |t
email_Hash

email_Hash_Count

Figure 4.8 Database Schema
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Chapter 5: Implementation and Testing

5.1 Implementation

The algorithm development processtails the creation of classes and fundionpython code

that would enabl e | ogging i n t ophshmganalysieand s e me
finally flaggingany phishing email identified.

For the purpose of classification of phishing emails through text classification by use of Naive
Bayes classifier, email samples from 1&M Bank as well as Berkeley Information Security and
Policy (Open Berkeley, 201%yere sampd. This enabled a clear understanding of the algorithm
requirements for development purposes. The training data fed to our classifier came from
analysinghe most common words identified within the poegorted phishing emabmples. We

also used the Gxgle email platform for testing the algorithm. This meets the criteria, as the

algorithm only requireBMAP authentication permissions to clients email address.

The classes and functisnwvere implemented using Python programming language while the
databasevas implemented using SQLite database. As discussed in the Literature Review section,
the algorithm includes Text Classification using Naive Bayes Theorem, Extraction and Analysis
of email links andidentification of any available maliciousttachments. fesefollows after
successfully checking whether there exists any new emails, establishing the number of new emails

and finally extracting the email detad$ each new email

As regards text classification, the classifier contains training data witthvithicses to make
comparison against email message data. First, it creates a token of each word extracted from the
email message body converting it to lower case. Tokenizatiorsfaipag of word® which stop

words are removed and the remaining waadslater passed to the classifier fdaive Bayes
calculation of phishing probabilityvith reference to training dataset wardbhe classifier
calculates the phish probability scafehesevords and returns the total phislassification score

of that paricular email.

Figure 5.1 shows how the algorithm checks for
it finds any new email, it initiates tHetchingand extraction process. If there are no new emails,
it indicates that there are no new em#olsnd. Here items refers to the id of the email as is in the

email inbox. The search function return email response (as result_status whose value is OK) and
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the items which is the id of the email. In the event one opens a new email account, the first emai
received has the id of 1 and this value increments as new emails are received thus identifying them

uniquely.

result status, items = server.search(None, "UNSEEN™}

items = items[@].split()
global id

if len(items) < 1:
print "[-] Whoo! No new Emails™

conn.close()

elif len({items) » @:

print "[+] We have New Emails™ % len{items)

print "[+] Starting Phishing Analysis..."

Figure 5.1 Downloading aList of new Emails

As shown in Figure 5.2, the algorithm searctieeugh the entire email body and extracts all the
valuable links.

pt
|tw|tz|ua

Figure 5.2 Extraction of Links from Email B ody
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Figure 5.3, shows the python code implementation of Naive Bayes classifier.

.total_doc_count)

Figure 5.3 Naive Bayes classifier code

Figure 54s hows how the algorithm flags a threat

spam folder

def flagEmail(email id):
result status, items = server.search(None, "SEEN")
items = items[@].split()
EmailToDelete = email id
for EmailToDelete in items:
g |

: “.format(EmailToDelete), *+X-GM-LABELS", '''\Spam')

server.expunge( )

print server.expunge()

return EmailToDelete

Figure 5.4 Moving malicious email to the Spam folder
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5.2 Testing

Figure 5.5 shows a phishing email obtained fidenkeley Information Security and Polidyor

testing purposedhe email is sent to an email account to which the algorithm has accessed via
IMAP. The phishing dOpaniBerkeley) Ba6js anrekamglesof hdi? CalNet
credentials can be compromised. CalNet is an online banking system that enables users to access
accounts from anywhere, view and verifyngactions, check balances, print statements among

other banking relates activities. The finding of the email as reported by Open Berkeley include:

I. The email contains a malicious link, which redirects the user to a counterfeit login page.
il. Recipient then eets their CalNet ID and password.

iii. The attacker now has access to the user credentials.

Original Message:

From: ESSW2@berkeley.edu= <huatom@clarke.k12.ga.us==
Date: January 6, 2016 at 5:53:32 AM PST
To: undisclosed-recipients:;

Subject: IMPORTANT TAX RETURN DOCUMENT AVAILABLE
Dear: Account Owner,

Our records indicate that you are enrolled in the University of California paperless W2 Program. As a
result, you do not receive a paper W2 but instead receive e-mail notification that your online W2 (i.e.
"paperless W2") is prepared and ready for viewing.

Your W2 is ready for viewing under Employee Self Service. Logon at the following link:
Click Here to Logon

If you have trouble logging in to Employee Self Service at the link above, please contact your Payroll
Department for support.

If you would like to un-enroll in the Paperless W2 Program, please logon to Employee Self Service at the
link above and go to the W2 Delivery Choice webpage and follow the instructions.

Figure 5.5 Paperless W2 Phishing Emai(Adapted from Open Berkeley, 2016)

Testing was done to confirmhetheror not the proposedlgorithmcan detect th€aperlesiv2

email on Figure 5.8s maliciousThe accoungorina9@gmail.corwas used to send the phishing

email to another accountinaantiphish@gmail.corto which the algorithm hasceess tolpon

authenticating, the algorithm detethat a new email has been sent. It tieaftulates its hash
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mailto:eorina9@gmail.com
mailto:orinaantiphish@gmail.com

having checked that doesnot exst in the database amdoceedsdentify thatthe emaildoes not

haveany attachmerds shown irthe results ofrigure 5.6 below.

[+] We have Mew 1 Emails
[+] Starting Phishing Analysis...
[+] Hashing Email :

DQoNCEeKT3VyIHI1Y29yZHMgalWSkaWNhdGUgdGhhdCBSb3UgYXI1IGVUcmIsbGVkIG1uIHROZSBYbM12ZX]z2aXR5IGOMIENhbGImb3 JuaWENCNBhcGVYbGYzcyBXM
iBQcmoncmFtLiBBcyBhIHI1c3VsdCwgelW91IGRVIGSvdCBYZWN1aXZ1IGEgCGRFWZXIgVzIgYnveDQppbnNeZWFkIHI1Y 2VpdmUgZS1tYWlsIG5vdGImakiNhdGlvbi
BRaGFeIH1vdXIgh255aWS1IFcyIChpLmUuICIWYXBLlemxlc3MNCleyIikgaXMgcHI1cGFyZWQgYWSkIHI1YWREIGZveiB2akWV3akWsnLiaNCgeKWWIlciBXMiBpcyB
YZWFkeSBmb3Igdmlld21uZyBlbmR1ciBFbXEsb311ZSETZWxmIFNlcnZpY2UuIExvZ29uIGF@IHROZQBKZMYsbGo3aWsnIGxpbms6DQoNCkNsaWNrIERlemUgdGeg
TGINb24NCgeKSWY geWs1IGhhdmUgdHI vdlWlsZSBsb2dnaWsnIGLuIHRVIEVEcGxveWV1IFN1bGYgU2VydmljZSBhdCB@aGUgbGluayBhYme2ZSWNCnBsZWFzZSEFb
258YWNEIH1vdXIgUGFScmesbCBEZXBhenRtZWS8IGZvciBzdXBwb3108LgeKDQpIZiB5b3Ugd291baQgbG1lrISEabyB1billbnlvbGwgakdgdGhlIFBhcGVybGVzCy
BXMiBQcmoncmFtLCBwbGVhc2UghGonb24gdGaNCkVEcGxvellVIIFN1bGYgU2VydmljZSBhdCBBaGUgbGaluayBhYma2ZSBhbmQgZ28gdG8gdGh1IFcy IERLIbGL2ZX]
EIENob21jZQeKd2VicGFnZSBhbmQgZmesbGI3IHRoZSEpbnNEBcnVjdGlvbnMuDQoNCg==

None

[+] Hash does not exist Email :

[+] Acquiring attachment name....

[+] Acquiring attachment name is :

Figure 5.6 Paperless W2 Phishing Email Detected

The algorithm then dispys the emébody (Similar to Figure 5.5)igure 5.7 shows the results
of the extracted email body.

================EMailBody============================
--04eb2cBBeeb@tefd67854de75e49

Content-Type: text/plain; charset=UTF-8
Content-Transfer-Encoding: quoted-printable

Dear: Account Owner,

Our records indicate that you are enrolled in the University of California
paperless W2 Program. As a result, you do not receive a paper W2 but
instead receive e-mail notification that your online W2 (i.e. "paperless

W2") is prepared and ready for wviewing. =E2=88=8B=E2=80=8B

Your W2 is ready for viewing under Employee Self Service. Logon at the
following link:

Click Here to Logon

I+ you have trouble logging in to Employee Self Serwvice at the link above,
please contact your Payroll Department for support.

If you would like to un-enroll in the Paperless W2 Program, please logon to
Employee Self Service at the link above and go to the W2 Delivery Cholce
webpage and follow the instructions.

Figure 5.7 Email Body Extract
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After this phase, the algorithm then displays the raw email bBssdlgown in Figure 5.8.

--94eb2cBBeeb@bef467854de7 549
Content-Type: text/html; charset=UTF-8
Content-Transfer-Encoding: quoted-printable

¢div dir=3D"1tr"><p style=3D"box-sizing:border-box;margin:@px @px 18.5px;co=
lor:rgbh(51,51,51);font-family: &quot;open sans&quot;,sans-serif;font-size:l15=
px;background-color:irgh(249,249,249% " »Dear: Account Owner,</pr<p style=3D"b=
ox-sizing:border-box;margin:8px @px 16.5px;color:rgb(51,51,51);font-family:=
&quot;open sans&quot;,sans-serif;font-size:15px;background-color:rgh(24%9,24=
9,249)">»0ur records indicate that you are enrolled in the University of Cal=
ifornia paperless W2 Program. As a result, you do not receive a paper W2 bu=
t instead receive e-mail notification that your online W2 (i.e. &quot;papers=
less W2&quot;) is prepared and ready for viewing. =E2=88=8B=E2=88=8B</p><p
style=3D"box-sizing:border-box;margin:8px @px 18.5px;color:rgb(51,51,51);f0
nt-family:&quot;open sans&quot;,sans-serif;font-size:15px;background-color:
rgb{249,249,249)"»Your W2 is ready for viewing under Employee Self Service.

Logon at the following link:</p»<p style=3D"box-sizing:border-box;margin:
px @px 18.5px;color:rgh(51,51,51) ;font-family: &quot;open sans&guot;,sans-ses=
rif;font-size:15px;background-color: rgh( 249,249,248 »<a title=3D"http:// ow=
Ly /WH1xBe"™ style=3D"box-sizing:border-box;background-color:transparent;colo=
r:rgh(@,58,98);text-decoration-line:undarline™»>Click Here</a»>=C2=RA8t0 Logons=
</pr<p style=3D"box-sizing:border-box;margin:@px 8px 18.5px;color:rgh(51,51=
.51%;font-family:&quot;open sansf&quot;,sans-serif;font-size:15px;backgrounds=
-color:rgbh(249,24%9,345%)">If you have tTrouble logging in to Employee Self Se=
rvice at the link above, please contact your Payroll Department for support=
.</pr<p style=3D"box-sizing:border-box;margin:@px 8px 18.5px;color:rgh(5l,5=
1,51);font-family:&quot;open sans&quot;,sans-serif;font-size:15px;backgrouns=
d-color:rgh(24%,245,249)">If you would like to un-enroll in the Paperless W=
2 Program, please logon to Employee Self Service at the link above and go t=
o the W2 Delivery Choice webpage and follow the instructions.</pr</dive

--894eb2cB8ecblbef467054de75e49- -

Figure 5.8 Extracted Raw Phishing EmailBody

The algorithm then pickout important ptehing email content. Figure 5.9 below shows results of

the important data derived from the email body.
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Thu, 8 Jun 2017 23:18:16 +B388

Figure 5.9 Threat Email ContentsCaptured

Figure 5.10 shows the results that are returned consisting of the classifier categorization and score.
This is afterpicking out imporant information and then removingtop wordsfrom the email
messag@andpassng theremainingwritten text words to the classifier.

['our"', 'records’, 'indicate', 'that’, 'you', 'are’', ‘enrolled’', 'in', "the', 'university', 'of', 'california’, 'paperless’, 'w
2', 'program’', ‘as’, 'a', 'result’, 'you', ‘'do’, ‘not’, ‘receive’, 'a’, 'paper’', 'w2', 'but’', 'instead’', 'receive’, 'e’, 'mai
1', 'notification’, "that', ‘vour', ‘online', 'w2', 'i', ‘e', 'paperless’, 'w2', 'is', ‘prepared’, ‘and’, ‘ready', 'for', 'view
ing', 'your', 'w2', "is', 'ready', 'for', 'viewing', 'under', 'employee', 'self', 'service’, "logon', 'at', 'the', 'following’',
"link', 'click’, ‘"here', 'to', 'logon’, "if', ‘you', ‘have', 'trouble', 'logging', 'in', 'to', 'employee’, 'self’', 'service’,
‘at', "the', "link', ‘'above', 'please’, 'contact', 'your', 'payroll’, ‘department’, 'for', 'suppeort’, "if', ‘'you', ‘would', "1
ike', "to', 'un', ‘enroll', "in', "the', 'paperless', 'w2', 'program', 'please', 'logon', "to’, 'employee', 'self’, 'service’,
‘at’, "the', "link', 'above’, 'and', ‘go', 'to', 'the', 'w2', ‘delivery', 'choice', 'webpage’, 'and’, "follow', "the', "instru
ctions']
[+] Removing Stopwords....

================DATA TO CLAS5IFIER

[ 'paperless’, ‘webpage', 'ready', 'paper’, 'result’, 'go', 'follow', 'click', 'service', 'notification’, 'self’, 'please’, 'ind
icate', 'program', ‘'online', 'employee’, 'instead', 'payroll’, "here', 'prepared’, 'delivery', 'records’, ‘viewing', 'departmen
t', 'california’, 'mail’, 'trouble’, 'choice’', 'instructions’, ‘enroll’, "logging', 'like', 'receive’, ‘university', 'contact’,
‘enrclled’, 'following', 'link", 'logon', 'support’, 'w2']

('phish’, -4.774912068575186)

Figure 5.10 Email Body Text passed to Classifier

Figure 5.11 shows link analysissultsof the link obtainedfrom the email bodyThis is the link
analysis process which comes after the text classification phase. This is the algorithm begins

outcome :malicious
MaliciousLink :http://ow.ly/WH1xe
URL :ow.ly

MaliciousLinkIP :['54.183.13@.144", '54.183.132.164°', '54.67.120.65', '54.67.62.204', '54.67.57.56", '54.183.131.91"]
MaliciousLinkIPDetails :{'raw’: None, ‘asn_registry': 'arin’, ‘"asn_country_code’: 'US', 'asn_date': '2013-11-25", ‘asn_cidr':

'54.183.128.6/17", ‘raw_referral’: None, 'nir': None, 'query': '54.183.130.144', 'referral’: None, 'nets': [{'updated’': '2@1
3-11-25"', 'handle': 'MET-34-176-8-8-1', 'description’: "Amazon Technologies Inc.', 'postal_code’: '98189', 'address': ‘418 Te
rry Ave N.', ‘cidr’: "54.176.8.@/12", 'emails’: ['abuse@amazonaws.com’, ‘amzn-noc-contact@amazon.com'], ‘city’: 'Seattle’, 'n
ame': "AMAZON-2811L°, ‘created’': '2813-11-25", ‘country’: ‘US', ‘state’': 'WA', ‘range’: '54.176.8.8 - 54.191.255.255'}], ‘as
n': '16588°"}

Figure 5.11 Malicious Link Analysis
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The next observation is dhe entire analysis processré by the algorithm from the point it
detects a new email till it moves a malicious email to the Spam fimidan email that contains a
malicious attachmentigure 5.12shows a phishing emaieported to 18 Bank Information
security office. The email waceived by the Call €htreteam It was an attemppurportedly

targeting the Funds Transfer department with regards to swift payments.

Sun 5/28/2017 5:01 PM
FINANCING <argumé7 yousaf@yahoo.com:>

Payment Alert (PLEASE CONFIRM)
To

Message L-‘ Payment Swift.htm

Kind Attentionl!

Good Day
Please confirm the payment made to your bank yesterday. The swift transfer payment copy is in the below attachment. | hope you have received this amount already.

Sincerely Yours,

Exchange Forex Financing,

22 tradeMill Crecent, Osblong Towers,
Tel.: +1 (335) 844-92-34,

Skpye.: EFF Financing

Twitter.: @EFF financing.

Figure 5.12 PaymentAlert (PLEASE CONFIRM) 31646 Phishing Email

On subsequent analysis, it was discovered thatattecker had attached a Trojan called
Trojan.Html.PhishAbode.elhpdg an image in the pag# the .html attachmenihis would be
triggered upon clicking on the image after loading #teachedhtml. There have also been
numerous attacks of this nature that have reached the target despite the enforced email filters.

To this effect, the code maintains a list of unwealfile mimes and extensiongth whichit filters
against extensionsbtained from thattachmentile name.This bears in mind the dangehich
exists in tying to extractttachments as regards viruses and Tr@gansgell as the amount of time

it would take to scan each and every attachment

The algorithm analyses the email as follows:

I.  The algorithm logs inidentifies the new email and calculates the hash of the written text
in the email body. If the hash value does not exist in the database, it atee# for
any available attachmentsf t he attachments exi sts, i

filtering against thdist of malicious extensionss shown in Figure 5.13
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[+] We have New 1 Emails
[+] Starting Phishing Analysis...
[+] Hashing Email :

DQoNCktpbmQEQXRBZWS@aWIUISENCZEKDQoNCgaKDQpHb29kIERheSWNCgeKDQoNCIBSZWFZZSEjb25maX It IHROZSBWYX1tZWE8IG1hZGUgdGEgele1ciBiYIWErT
H11lc2RlemRheS4gVGhlIHN3aWZ8IHRY YWSzZmVyDQpwYX1tZWS8IGNvcHkgaXMgakdgdGhlIGI1bGe3IGFadGFjaG11bnQuIEkgaGowZSBSb3UgaGr2ZSBy ZWN1aX
Z1ZCBBaGlzDQphbWelbnQgYlixyZWFkeSANCEeKDQoNCINpbmNlemyVseSBZb3Vy cywhCgeKDQoNCgekKDQoNCgeKRXhjaGFuZ2UgRmeyZXggRmluYWS jalWsnLABKDQo
yMiBBcmFkZULpbGugQ3I1Y2VudCugT3NibGouZyBUb3d1enMsDQoNCIR1bCA6ICsxICE5MzUpIDgBNCESMiBzNCWHNCge U2 tweWUuOiBFREY gRMIuY WS jaksnLABK
DQpUd2ledavyLjogQEVGRiBmakWShbmNpbmeuDQoNCgekKDQoNCg8KDQoNCgeKDQoNCgekKDQoNCmVmZ iBwemOwZXI18aVof 10 X19fX10fX18FX19fX12fDQoNCgeKD
QoNCgBKDQoNCiogKiogKiogKiogKiogKiogKiogKiogKiogKiogKiogKiogKiogKiogKiogKiogKiogKiogKiogKiogKiogKiogKiogUaFHRQEKUEFQRVIUIFRISU
SLIEJFRKGSRSBZIT1UgUFIITIQqKicqKiogKiogkiogKiogKiogkioNCiogKiogKiogKiogKkiogKiogKiogKiogkiogKiogKiogkiogKiogioNCgeK

Hone

[+] Hash does not exist Email :

[+] Acquiring attachment name....
[+] Acquiring attachment name is : Payment Swift.htm

[+] The attachment's extension is :htm

Figure 5.13 Email attachment extension acquired

It identifiesthea t t a ¢ hhmmee type@sis in the blacklist afldgs itas maliciouslt
then passes the written text to the cliassifor NPL to be performeas shown in Figure
5.14

[+] The attachment's extension is :htm

Suspicious extension found :

htm

[+] The attachment's mime_type is :text/html

[+] Passing written text to anti-phish NPL

Figure 5.14 Malicious email attachment mime type identified

It classifies the email as a thrdmtsed on the score of the malicious attachrardtaves
information such a sender, timemail body, email attachment named email icto the
databasas shown in Figure 5.15

= threats |:| ®

~id 123
email_From edwin orina <eorina2@gmail. com =
email_Subject Payment Alert (PLEASE COMFIRM)
email_Body -0013113ec618a8f11905519cf843Content-T. ..
written_Text Kind Attention!1Good Day,Please confirm the p...
email_Date Sat, 10 Jun 2017 18:45:11 +0300
Links_In_Email
email_attachment_name Payment Swift.htm
email_Hash DOoMCktpbm Qg ¥ROZW 508 WILISENCGOKDS. ..
email_Hash_Count i

Figure 5.15 Malicious email details saved in the database
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iv.  The algorithm then moves the malicious email toSpam folder as shown in Figure
5.16.

[+] Saving malicious emall details to the Database

[+] Flag By : 1
[+] Moving malicious email to Spam folder

('OK', [Mone])
[+] Email successfully moved to Spam folder
Figure 5.16 Malicious email moved to the spam folder

v. Figure 5.17%hows the malicious email in the inbox6a45pm

£ Primary =5 Social % Promations +

| Inbox (1)
Starred edwin orina Payment Alert (PLEASE CONFIRM) - Kind Attention!l Good Day. Please canfirm the payment made ta your bank yesterday The @ 6:45 pm
Sent Mail

0 GB (0%) of 15 GB used Terms - Privacy

Drafts Manage Last account activity: & minutes ago
More « Details
aEdwm F

Figure 5.17 Malicious email in User's email inbox folder

vi.  Figure 5.18shows the malicious email moved from the inbox togpamfolder at6:45

pm after analysis.

Delete all spam messages now (messages that have been in Spam more than 30 days will be automatically delsted)

edwin orina Payment Alert (PLEASE CONFIRM) - Kind Attention!! Good Day. Please confirm the payment made to your bank yesterday. The s @  6:45 pm
Inbox
Starred

Sent Mail
0 GB (0%) of 15 GB used Terms - Privacy

Drafts Manane ) Last account activity: 9 minutes ago

Lessa Detaiis

Important
Chats

aEdwm +
Figure 5.18 Malicious email moved to spam folder after analysis

vii.  On sending the same email again the algorithm check whether the same hash exists. It then
moves the email to the trash folder, increments the email_hash_count value of the database

and then stops the dysis.
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[+] Alr‘egldy anal).-;sed -phis-hing. email exists

DQoNCktpbmQgQXRBZWSEaWIUISENCEBKDQoNCgeKDQpHb29kIERheSWNCg@KDQoNC1BsZWFzZSB b25maX It IHROZSBWYX1tZW5eIG1hZGUgdG8gelglciBivWSrIHL
1c3R1cmRheS4gVGh1IHNE aWZBIHRY Y WSz ZmVyDQpwYX1tZWSeIGNvcHkgaXMgaWdgdGh1IGI1bGI3IGFedaF jaGllbnQuIEkgaGowZSB5h3UgaGF2ZSBy ZWN1aXZ1ZC
BBaG1lzDQphbg1bnQgYlxyZWFkeSANCg@KDQoNC1NpbmN1cmVseSBZb3Vy cywNCgeKDQohC g@KDQoNC g8k RXhjaGFuZ2UgRmoyZ XggRmluYWSjalsSnLABKDQoyMiBac
mFkZU1pbGwgQ3J1Y¥2VudCwgT3NibGouZyBUb3d1cnMsDQoNCIR1bCAGICsxICE5MzUpIDgBNCASMiBzNCWNC g@KU2tweWUuOiBFREY gRmluYWS jalksnLABKDQpUd 218
dGVyLjogQEVGRiBmalkshbmipbmcuDQoNCg8KDQoNCg@kKDQoNCgaKDQoNCge@kKDQoNCmVmZ 1BwcmowZXI8eVof K190 X10f 18 X19FX19+X19fDQoNCgeKDQoNCgekDQo
NCiogKiogKiogKiogkiogKiogKiogKiogKiogKiogKiogkiogKiogKiogkiogKiogKiogKiogKiogKiogKiogKiogKioqUeFHRQEKUEFQRVIUIFRISUSLIEIFRKSSRS
BZT1UgUFI1IT1QgKiogKiogKiogKiogKiogkiogKioNCiogKiogkiogKiogkiogKiogKiogKiogKiogKiogKiogKiogKiogKioNCgBK

[+] Flag By : 1
[+] Moving malicious email to spam folder

(0K

*, [None])

[-1 Mot further analysis required

[-] Exiting...

Figure 5.19 Already analysed email detected

Figure5.20shows sample emails analyzed and their details saved in the threats table.

=2 threats @main (Emails) - Table

File Edit View Window Help

[ Import Wizard [5] Export Wizard 1 Filter Wizard

id
» 57
59
61
63
65
67
69
71
73
75
77
79
81
83
85
87
90
92
94
96
98
100
102
104
106
108
110
111
113

email_From email_Subject
edwin orina <eorinad@gmail.c Payment Alert (PLE
edwin orina <eorinad@gmail.c Library Account
edwin orina <eorinad@gmail.c RE: Notice

edwin orina <eorina9@gmail.c =TUTF-87Q7IMPOF
edwin orina <eorina8@gmail.c URGENT: Your Nev
edwin orina <ecrina8@gmail.c Update Western ur
Edwin Orina <orinaantiphish@ American Express /
Edwin Orina <orinaantiphish@ Delivery attempt fa
Edwin Orina <erinaantiphish@ MailBox is Full
Edwin Orina <eorinaantiphish@ CallingRemisse He
Edwin Orina <eorinaantiphish@ WU System Portal |
Edwin Orina <orinaantiphish@ Wells Fargo Bank S
Edwin Orina <orinaantiphish@ US84.6M TRANSFE
Edwin Orina <orinaantiphish@ SECURITY NOTICE
Edwin Orina <orinaantiphish@ Message from hun
Edwin Orina <orinaantiphish@ Your Dropbox File
Edwin Orina <erinaantiphish@ Update Portal
Edwin Orina <orinaantiphish@ Email Account Upg
Edwin Orina <orinaantiphish@ Irregular Activity
Edwin Orina <orinaantiphish@ Vital Info

Edwin Orina <eorinaantiphish@ IT Support

Edwin Orina <orinaantiphish@ Last Reminder You
Edwin Orina <orinaantiphish@ =TUTF-87B75GVsc(
Edwin Orina <orinaantiphish@ Your access has be
Edwin Orina <erinaantiphish@ Dear Email User
Edwin Orina <orinaantiphish@ Help Desk / Passwt
Edwin Orina <orinaantiphish@ Record Update.
Edwin Orina <erinaantiphish@ Research

Edwin Orina <orinaantiphish@ PO PFMO180/17

[ S I N

L -}

Grid View :. Form View
email_Body
--001a11452ea03031bc05514d2b27
--001a11451814975¢cb205514 ddac
--001a1141e9146434205514€157F
--001a1141 91444 d7ed05514ech56
--001al13ecd00bed28b05514edbla
--f403045d92aa4858f70551590€11
--089e08224 db0cfab2a0551591 el4
--001al13ed9eBd91b290551 59753
--00121146df522efe7b055159aal4
--f403045f2aeee56be2055159dec
--f403045ecc2456241405515a295a
--f403045c7 d00a6fe2b05515a3f02
--001a1143f7204796a70551 525948
--001a11482d943dc 7820551 5a653F
--001a1143f720a4aeb60551 5a90d4
--00121146df52b5184b055152a0 8
--f403045¢7d001 c9b7805515aa7 7 ¢
--00121142797 cb9e44d05515abled
--001a113e7e68b05c£70551 5acl e
--f403045ecc30d288540551 5ad0df
--f403045¢7d0022bab80551 5ad d88
--0012114895727734460551 560014
--001a1146df524822f05515b06 b4
--f403045dbf642e088905515h2849
--001a114fcd2281251005515b2f3d
--04eb2 c09dB56a6feaal551 5h36da
--f403045ecc305440005515b3d2e
--94eb2c1998eecd4af705515b5617
--f403045f22e€5307e80551 508798

Memo Hax &5/ Image

written_T email_Date
Tue, 6 Jun 2017
Tue, 6 Jun 2017
Tue, 6 Jun 2017
Tue, 6 Jun 2017
Tue, 6 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017
Wed, 7 Jun 2017

J-‘,."z Sort Ascending zxi‘A Sort Descending 'k'g Remove Sort [#3] Custom Sort

Links_In_Email

http:/fauth.berkeley.edu.libna.ml/cas/los
hitp://maintenance.zohasites.com/
http:/ S ow. by WHED
http://gabrielramon.be/  http://gabrielr
http://www.pannonled.hu/js/dist/portal'
http://sweethale.com/06635/Amx/
http://www.canadapost.ca/cpotools/apg
http://linoflax.com/2017 fwp-includes/js,
https://www.callingremisse.com/verifica
ion.com  http://www.pannonled.hu/js/
http://www.ideal-case.com/skin/www.\
WWW.BKOKBANK.COM  http://WWW.E
http://infosecthai.com/ibanking.bangko
hittp:/fwww.jsanchezc.com/auth berkele
http:/fauthberkeleyedu.atwebpages.com
prathidhwaniz.org/wwww2x/
http://goo.gl/rk87TKW
http://s21.postimg.org/t6anbf6h3/picl3:
https://www.google.com/drive/doc=
http://bcourses.berkeley.cnea.gq/login_(
https://tw.giantleaplab.com/tmp/uri/ty/
http://fteamhel
ng.n2gl0.com,

esksystems jimdo.com/
http://marsl.addhosti=
ssomd.jimdo.com/

http://outlookwebaccessform.weebly.co
https://c2.staticflickr.com/4,/3163/57904(
hittp:/fwww.sciencedirect.com/science/z

https://tinyurl.com/y83zqfim  hitp:/fon

email_attachrr email_Hash

malicious

email_Hash_Coun
DQoNCktpbm: 0
DQoNCKRIVXIgL 0
DQoMNCgOKSGYs 1
DQoNCgOKRGVE 1
DQoNCkhlbGuvd 1
DQoNCkFmdGY 0
DQoNCgOKKKRI 0
DQoNCgOKRGVE 0
DQoNCKFUVEVC 0
DQoNCgOKRGVE 0
DQoNCkFmdGY 0
DQoNCkI1ciBW 0
DQoNCkFUVEd 0
DQoNCkRIVXIgY 0
DQoNCgOKQW4 0
DQoNCgOKsGYs 0
DQoNCIReZSEld 0
DQoNCkRI¥XIgY 0
DQoNCgOKIFII 0
DQoNCkhlbGuevd 0
DQoNCKRIYXIgY 0
DQoNCkhlbGuevd 0
DQoNCgOKIFII 0
DQoNCipEZWFy 0
DQoNClivdxIgel 0
DQoNCIBhc3N3I 0
DQoMNCIRoaXMc 0
DQoNCkRIVXIgR 0
DQoNCkdvb2Qg 0

Figure 5.20 Captured Malicious Emails in the Database
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Chapter 6: Discussiors

6.1 Overview
This chapter discusses findings of this research in line with the earlier set objectives, research

guestions and scepproviding an explanation on the key areas covered

6.2 Discussion ofFindings

As per chapter one of this documentation, the key objectives of this research were to be identify
types of phishing attacksyvestigate on the linguistic techniques, develop andhestient based
antiphishing algorithmDuring the literature review, this research looked at the various types of
phishing attacks namely, the malwdorased and the visualmilarity based phishing attacks. It

wenton to identity the attack techniques that are u3ée techniques includese of mahare
attachmentsyse ofp hi shing | inks to rediresantusecflearmg t o at

language that prompts the user to click the malicious links and operatltégousattachments.

This research settled at handing the phishing emadlkatfaom the clientide rather than at server

level. Therefore, itwasecessary o cr eat e an algorithm that woul
account andontinuouslycheck and analyse new emailaggingany maliciousemails identified.

Algorithm authentication led to the use IMAP protocol. The email user first needs to enable

IMAP authentication on their email account and provide the login credentials to the algorithm

which would then perform the analysis repeatediyer its scheduled time

The second obgtives of this research focused the linguistictechniqueghat are used in the
phishing emailsThis research was able to ident#gd detecthe phishing words that are mainly

used in the banking phishing emafspendix A.3shows how this data was incorporated to create

a training data sethrough algorithm reviews during the literature review, this research was able
to formulate a solution based on tNeive Bayes classifielhe algorithmfetchesall the new

emails, extrats the message body, tokenizes all the words and then tests them against the training

dataset taleterminehe phishing score of that particular email.

The research adds to the quality of email phishing analysis by looking at other aspects of phishing
emals other than th&ring words During this research, phishing links in emails were also looked

at. In the context of phishinghe anchor link which the user sees, provides a false description of
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the link. Therefore, this algorithm extracts all the linksdownloadedemails and analyses their

reputation as either safe or malicious.

Inthe evenmmaliciousl i nks are found, the algorithm increr
Extraction of the linkss important as it is natestrictedby thenatue in which the link is hidden.

For instance, phishing links can be embeddedpbotographsvhich the user sees and clicks

unaware of the intenThe algorithm alschecks fola set format of attachments such as .exe, .msi,

b, lib, .bat, .cmmd among othéle extension typessed in malware attacks

at’,'chm', cmd’, "com”, "cpl’, 'exe’, "hta","ins","i

‘'mst”, "'pif", 'scr’,'sct’, 'shb’, "sys”

T, "wsh”™, "htm", "html"]

Figure 6.1 Malicious file extensions

The final phishing email reputation is a result of analysis of the eimalipg wordsthe existence
of phishing linksas well asthe existence of anynalicious attachmentsAll details of the
threat/malicious emails are stored in the database together with a hash value of the malicious email.

This is a hash of the written words plus the links within the email body té4ase

The algorithm uses the hash value to identify a previously sent phishing email and flag it as
malicious without need of performing the analysis aggie final objective of this research was

to test the accuracy of the algorithAs shown in chapteive, various tests where done on the
algorithm. The algorithm proved easy to uaed reduceshe effect of phishing attacks through

flaggingof the phishing emails.
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Chapter 7: Conclusion, Recommendations and Future Works

7.1 Conclusion

Extensive work has beeatone in this research relating tltee Python Programming Language,
Email Architecture, Phishing attack techniques and the Naive Bayes Theorem application in Text
Classification. The process of research has been quite intensive artitigirsy out more on
phishing and related algorithms which can be even of more use in future redéachrhas also

been done tntegratethe phishing detectioalgorithm in a real world settinghe end product is

useful for organizations and individuals who seek to bareddrom malicious email attacks.

The major challengthat was faced during this reseamasidentifying thebestcontext in which

the algorithm would work and how it would be able to integrate many users. It also follows that
different email platforms se different protocols to receive emails. The most common ones are
POP3, IMAP and SMTP.

Moreover, the use of onlingirus Totalto perform testing was limited to a number of tries that
one is allowed to makper minute. Theending of phishing emails to @articular account, for
example @&mail account, to see how the algorithm behaves in a real world setting was difficult
due to the fact that those domains are owned ttere no exclusiv@ermission to test against

certain nature of phishing email attacks

However, the algorithm proved useful as it was successfully able to send malicious emails to the
spam foldemfter analysis of the sam&hese emails had bypassed all the controls at server level
and managed to reach the user inbox folder. This resatulitledy demonstrated the need to
focus on the three main aspects of phishing namely; the linguistic techniques, link analysis and
finally malicious attachment analysis. Both three aspects are fundamental towards detection and

flagging of malicious emibs.

The approach used in this research demonstrates the importance of defence in depth as regards
email phishing attacks. It also proved easy to use as the user would only require to enter their login
credentials to the plug and play client based entaghing detection algorithm. Thereforié,

adopted and integratedith the various email platformshe algorithmwould go a long way in
preventing user from getting phishing emails in their email irfblaber thus mitigating the threats

resulting from prshing emails.
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7.2Recommendations

The finding of this research were a success in bid to analyse new unread emails once they arrive
in the useros email Il nbox folder, flag al/l p h
The algorithm gaveositive result as per the subsequent tests carried out. However, the research

felt there is need to have more features and made the following recommendations:

() It is important for email platforms to implement Single S@n and third factor
authenticatioras is the case for Gmail email platform. Single Stgnenables access to
multiple independent software compons that are related on one single login instance.
This would enable guaranteed security by allowing login to email account via applications
suchas the algorithm accessile ensuring verification via third party authenticatibiere
the user allows the algorithm to login to theaicount, upon which they will be notified of
theany othelogin attempt they have allowed

(i) Due to the large number efmails received by some users, there is need to increase the
speed of phishing analysis while maintaining accurdtys can be achieved through

adaptive machine learning.

7.3 Future Works

The future improvements on the Adfthishing Email Algorithm inclde:

0] Creating a user friendly plugin that would enable the user to provide access credentials
thus ease in running the algorithm on client &id@vser This will involve creation of
email application specific plugins to enableegrationof applications sch as Outlook
and Thunderbd with the algorithm. This will also enabd®ntinuous updates on the
algorithm to be done easily.

(i) As regards the Naive Bayes classifigotimizing term frequency estimatiomould
result to egreater percentage of accuradyhe algorithm in some classification cases
For instance, the number of rphish words can be equal to the number of phish words
in aphishing email message.

(i) Creation ofenhanced wagof detecting malicious attachments.

(iv)  Applying machine learningechniques to make the algorithm adaptive in nature.
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Appendices

Appendix A: Code Snippets

Appendix A.1: Sample Python Stop Words List Code

stop_words_list

what",

"which",
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Appendix A.3: Training Datasetof Phishing Key Words in relation to Banking

Appendix A.4: Scan Link in using Virus Total API

Appendix A.5: Acquiring Email A ttachment Name for Extension Analysis
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